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Hybrid RBF training algorithm based on
artificial immunology
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Abgract : Based on artificia immune dlugeriing #nd Immun2 Bwolutionary Aigorithm (IEA) , a novel hy-
brid RBF desgn method is proposed. The artificial imriune clugtering is used to adaptively goecify the anount
and initid pogtion of centersdf bassfunctions in RBF network according to input deta set. Then immune evor
[utionary agoprithmis used to train the RBF network , which reduces the searching ace of carpnica evol utionr
ary algorithm and improves the convergence peed. Gonmputer Smulations dermondrate that the RBF network der
sgned in this method has a concise sructure with good generaization ahility.
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RBF

the centers and width of the bad's functions in the hidden
0 Introduction layer have great irfluence on the performance of the net
work , but comnon RBF training algorithms cannot find the
gobd optima of the network , and will often have too many
hidden units to reach certain goproximete ability which

Radid Bads Function (RBF) network!!! has been
widdy used in pattern recognition, function regresson,
sgnd procesing and sygem control , etc. In RBF network
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will lead to too large scae for the network and the decline
o generdization ahility.

In order to lve the problem, a hybrid method comr
bined with artificia immune clustering!?! and Immune Bvo-
lutionary Algprithm (IEA) P! is used to design the RBF
network. Gombining fuzzy G means clugering method with
immune agorithm, the immune clugering method can
adaptively ecify the amount and initial posticins of the
RBF centers acoording to inpwt daia 9x. 15A is then used
to train the RBF network. The algorithm exiracts the pre-
liminary knowledge alout the width of the bassfunction as
the vaccine to form the immune operator , which reduces
the searching gpace of caronical evolution agorithm. The
goplications of the RBF network designed with the hybrid
method in the radar-scanning syle recognition problem
denongrate the good performance of the network.

1 RBF network

RBF network is a three-layer feedforward neural net-
work including a snge hidden layer. For a p-dimensond
X C R?,

input vector xi = (X1, X2, , Xp) , where X;

the output of the RBF network can be conputed as follows

2
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where w; = [wiz, Wim]' isthe ith weight vector from

hidden layer to the output layer , g=1[ 01,92, ,0m] iS
the vector of Gausdan bass functions, with centers z
RPandwicthg;, oisthe number of network output units.
The postions of center z and widtho; have great inr
pact on the performance of RBF network. But comnon RBF
training agorithms have the posshility of only reaching the
poor local minimumdf the network , which will degrade the
perfformance of the sysem. Therdore, a hybrid method is

proposed in the paper to desgn the RBF network.

2 Dexription o the hybrid algorithm

The mgjor deps of the hybrid agorithm can be de-
<cribed as the following

(1) Generate aninitia population A; usng rea nunr
ber encoding , where each individua in A; is corregponding
to a certain network gructure. The amount and initiad pos-
tionsof center z, j=1, ,min RBF network are deter-
mined by artificial immune clugering, while the widthO;
j=1, ,mandweght vector w;, i =1,
ized ranconly.

, 0 are initid-

(2) BExtract vaccine acoording to preiminary knowl-
edee.

(3) Gonpute the fitness function of each individual .
if the current individua is acceptable or the maximum
number of generations has been reached, qop the evolu
tionary process, othewise cortinue.

(4) Peform mutation on the current population Ay
and obtain the results By.

(5) Perform vaccination on By and obtain Cy.“ Vac
cination” is to sdect certain individuad's from the current
population according to certain percentage and change cer-
tain gene hits of the sdlected individuas according to the
vaccine extracted in gep (2) , 9 as to inprove ther fit-
ness.

(6) Perform immune selection on Cy and obtain the
next population Ay+1 , then ¢o to gep (3) . Immune sdlec-
tion is to perform the fitness tet on the individuas &ter
vaccination , and select begt individual s into the next popu
[ation.

The fitnessof each individud is determined by f =1/
E, where E isthe error function of the network

where Y, (t) and Y;(t) are the actud and desired outputs
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of node i for input pattern t, o and N are the number of
output nodes and input patterns, regectively. Artificia
immune clugering in gep (1) and vaccine extraction in
gep (2) areintroduced in section 3 and section 4, regec
tively.

3 Specify RBF centers with artificial immune

clugering

Artificid Imimune Judering(AIC) is used in the par

per to ecify RBF carters' 2. Assume that the training dar
taset has N input vectors, X ={ x1, X2, Xn}, Xi
RP. The problemistofindanew st Z={z,z, ,
Zyn} oomposed of m patterns to form the centers of RBF
network. It is hoped that the dementsin Z can cover al
the input vectorsin gpace RP, while the digances anong
the dementsin Z isasfar as posible. In the dgorithm,
each imput vector x;, i =1, ,Nin X correponds to an
antigen (Ag) , while each candidate center z, j=1, ,m
in Z correponds to an antibody (Ab) . Matching degree
(&ffinity) anong the vectorsis measured by their Euclidean
digance in pace RP; the svdler the digance , the greater
the dfinity is anrong the vectors.

Immune agprithm™® i's an inproved evol utionary algo-
rithm based on immunity. Ingired by ometic theory and
immune network theory, immune agorithm redizes the
sdf-control mechaniam and diversty smilar to naturd im
mune sygem. Conpared to other heuridic optimization a-
gorithms, immune agorithm inproves the searching ability
through immune memory mechanism and combats the inr
meture convergence through &finity calculation. In immune
clugering agorithm, the antigen and the antibody corre-
goond to the objective and the feagble ol ution , repective-
ly.

The objective function of fuzzy CGmeans (FQM) is

I(XU,2) = 5 % uiDi 3
D = (x - z) (x- z) (4)

where Dk isthe digance of kthinput datato ith RBF cenr

ter. Zz={z,z,, zn} demotesthe centers of RBF net-

work. F isfuzzy eqonent. X ={ xi,%2, ,xn} CRP
denotes the input pattern. U is ddfined as
u={u R"M™| uw [0,1],Vi k;

0 < szzluik < N,VI}

In the immune clugering agorithm, clugering centers Z is

encoded. Ftnessfunction is condructed as

-1

o= 3(x;u,2 +1 (5)

The fuzzy Cmeans clugering based on immune agorithm
(IFQV1) can be described as

(1) Secify number of RBF initid centers Z and
fuzzy exponent F,where 1< m<N-1and F (1,+
o) . St dop criterion S, crosover probability P, and
mutation probability Pn,. Poduce initid antibody popula
tion P(k) , k=0.

(2) Cdculate dfinities: cdculate the dfinity ax, be-
tween antigen and antibody v, the dfinity ax, . between
antibody v and w.

1) Deoode each individua and conpute prototype par
rameter { z,,1<i < m}.

2) Qompute D% according to equation (4)

3) U =] uik] mxn can be conputed as

-y § S
Ik = P>uk =
k ik /JZ d?k

Iy # d):uik =0, Vi

Tk'tzu”( =1

k
where I, ={i|1<i<m,d=0},1,={1,2, ,m} -

Ik.
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4) Calculate J(X:;U,Z) and fe.

(3) Update menory repertoire: the antibodies that
show high dfinity with the antigen are added in the mernory
repertoire.

(4) Pronotion and suppresson o anti body-produc-
tion : the expectation value g o antibody i is caculated,
and the antibodies that have low expectation vd ues are ex
tingui shed.

where c; is the density of artibody i.

(5) Update antibodies: acoording to the expectation
value , new generation of antibodies P(k +1) are produced
through mutation and crosover on P(K) .

(6) Termination criterion: if the termination criterion

S: is stidied, the clugering procedures end.

4 Immune evolutionary algorithm and vaccine

extraction

The ewvolutionary dgorithm is a kind of generation
andtteg dgorithm. On condition of preserving the advanr
tages of ewolutionary agorithm, the immune evolutionary
agorithm utilizes ome characterigics and knowledge in the
pending problemsfor regraining the degenerative phenome-
na during evolution, © as to improve the dgorithmic fi-
ciency. The core of the immune agorithm is the congruc
tion of the immune operator , which is realized through two
deps, i.e. , vaccination and immune selection.

The width 0 has great inpact on the RBF network
pefformance. In the dgorithm, the approximate range of O
is used as the vaccine to reduce the searching gpace and
improve the fitness of population. The vaccine is extracted
asfollows

(1) Use artificid immune clugering described in sec

tion 3 to ecify the podtions and anount of RBF Centers.
Assuming dl the bads functions have the ssme 0 , let O
have different values in the possble range according to the
sare length. For ingance, let 0 gart from 0. 1, and
lenghis1l,and0 equa t00.1,1.1,1.2 ,repective
ly.

(2) Conpute different interpolation metrix G oorre-
goonding to the training data setsfor differento. Udng re-
gresson procedure to cormpute linear output weight metrix
w acoording to the equation

Gv =d (6)
Where d isthe desred outputs of the training data.

(3) Conpute the fitness of the RBF networks using
different 0. In a certain range centered on the best 0 | re-
peat gep (1) and (2) .

Generdly geaking, iteration of two times for the
above dgorithmis empugh. Thisis because we can only es
timete the possble range of 0. If the range is too sl ,

we can possbly get the wrong vaccine.

5 Simulations

The RBF network designed with the hybrid method
suggesed in the paper is gplied in the radar-scanning
dyle recognition problem. Fag recognition of scanning
dyle of radar antennas is very inportant in nodern eec
tronic warfare. In esence, the recognition of scanning
gdyle is based on the character parameters of radar sgnds
dter pre-processng. Typicad dgna parameters irfluenced

[4] .

by scanning syles include'™ : zenith of radar inpulses

R scanning period of radar antennas T , time intervals

between the zenith of different inpulses T and the width
o radar impulses Ts.

In smulation the RBF networks have 4 input nodes,
corresponding to 4 input Sgnal parameters. The network is
trained with 80 sanples and then teted with 500 samr
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ples. The Wrong Recognition Rate/ SNR curves of radar
scanning gyle recognition by RBF networks trained with the
hybrid agprithm, Evolutionary Programming (EP) ¥ | k-
means'®! and OL9"! agprithms are shown in Fig. 1. It can
be seen that the RBF network trained with hybrid agorithm
has the beg recognition rate , denondrating the srong gen
erdization ability of the network.
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6 Conclusion

A hybrid evolutionary RBF network based on artificial
immune clugering and |EA is proposed in the paper. The
artificial immune clugering i s used to adgptively gecify the

amount and initia centers of bad's functions in RBF net-
work. Then immune evol utionary algorithm is used to train
the RBF network. The goplications of the RBF network in
radar- canning gyle recognition problem denondrate the
dficiency of the dgorithm.
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